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Abstract 

Diagnostic errors account for up to 70% of medical errors. Prevention of diagnostic errors is 

more complex than building safety checks into health care systems; it requires an understanding 

of critical thinking, of clinical reasoning, and of the cognitive processes through which diagnoses 

are made. When a diagnostic error is recognized, it is imperative to identify where and how the 

mistake in clinical reasoning occurred. Cognitive biases may contribute to errors in clinical 

reasoning. By understanding how physicians make clinical decisions, and examining how errors 

due to cognitive biases occur, cognitive bias awareness training and de-biasing strategies may be 

developed to decrease diagnostic errors and patient harm. Studies of the impact of teaching 

critical thinking skills have mixed results but are limited by methodological problems.  

This Perspective explores the role of clinical reasoning and cognitive bias in diagnostic error, as 

well as the effect of instruction in metacognitive skills on improvement of diagnostic accuracy 

for both learners and practitioners. Recent literature questioning whether teaching critical 

thinking skills increases diagnostic accuracy is critically examined, as are studies suggesting 

metacognitive practices result in better patient care and outcomes. Instruction in metacognition, 

reflective practice and cognitive bias awareness may help learners move toward adaptive 

expertise and help clinicians improve diagnostic accuracy. The authors argue that explicit 

instruction in metacognition in medical education, including awareness of cognitive biases, has 

the potential to reduce diagnostic errors and thus improve patient safety. 

  ACCEPTED

Copyright © by the Association of American Medical Colleges. Unauthorized reproduction of this article is prohibited.



3 
 

Recognition of the role of diagnostic errors in patient morbidity and mortality has recently 

increased, as highlighted by the 2015 report Improving Diagnosis in Health Care, in which the 

National Academies of Science, Engineering, and Medicine defined diagnostic error as “the 

failure to establish an accurate and timely explanation of the patient's health problem(s) or 

communicate that explanation to the patient.”
1
 Despite the attention given to the function of 

health care systems as a cause of medical error, relatively little has been done to address the 

cognitive component of diagnostic error, which may contribute to as many as 70% of medical 

errors.
2–5

 

Prevention of diagnostic errors is more complex than building safety checks into health care 

systems; it requires an understanding of the clinical reasoning and cognitive processes through 

which diagnoses are made. Clinical reasoning—the process of applying cognitive skills, 

knowledge, and experience to diagnose and treat patients—is inherently difficult to assess, which 

makes cognitive errors difficult to detect. The steps of clinical reasoning usually occur rapidly, 

are rarely documented or explained, and may not be apparent even in the mind of the clinician.
6,7

  

When a diagnostic error is recognized, it is imperative to identify where and how the mistake in 

clinical reasoning occurred. Cognitive biases, or predispositions to respond to data based on prior 

experience or the exigencies of current conditions, can contribute to diagnostic errors. Although 

Norman et al
8
 recently argued that knowledge deficits are the primary cause for diagnostic 

errors, there is substantial evidence to suggest cognitive biases contribute to diagnostic errors. In 

the majority of real-world malpractice cases attributed to diagnostic error, the errors are not due 

to ignorance but rather to the failure to consider the correct diagnosis.
3,9

 Gandhi et al
5
 found 64% 

of closed malpractice claims to be due solely to diagnostic error, with 79% of those cases 

including a “failure of judgment.” The role of cognitive bias in diagnostic error is 
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underappreciated by physicians, who may be unfamiliar with how these assumptions influence 

their decision-making.
6
 Case studies of diagnostic delay and misdiagnosis illustrate the central 

role of cognitive bias in diagnostic failure, showing that errors arising from cognitive bias play a 

role in over 50% of identified cases of diagnostic error in ambulatory clinics and in up to 83% of 

cases involving physician-reported diagnostic errors.
9–12

 By examining how errors due to 

cognitive biases occur, strategies may be developed to avoid mistakes and patient harm. 

In this Perspective, we explore the role of cognitive bias in diagnostic error. We examine the 

effect of instruction in critical thinking and metacognitive skills in the development of diagnostic 

accuracy for both learners and practitioners. We suggest developing these skills may help 

learners and clinicians move toward adaptive expertise and improve diagnostic accuracy. We 

examine the literature that questions the benefits of teaching clinical reasoning skills to increase 

diagnostic accuracy, and we identify methodological problems with those studies. Lastly, we 

examine evidence suggesting metacognitive practices result in better patient care and outcomes. 

We argue that explicit instruction by medical educators about metacognition and cognitive biases 

as components of critical thinking has the potential to help reduce diagnostic errors and thus 

improve patient safety.  

The Diagnostic Process 

When considering how to prevent diagnostic errors that are due to cognitive processes, it is 

important to understand how physicians make clinical decisions. Cognitive psychologists have 

proposed problem-solving and decision-making occur through a dual process model: intuitive, 

rapid, pattern-based decision-making, termed System 1, and more analytic, logical reasoning, 

termed System 2.
13,14

 While many descriptions of dual processing exist in the literature,
15

 there is 

general agreement that System 1 is the use of pattern recognition, rules of thumb, or mental short 
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cuts, known as heuristics, to make quick, almost instantaneous decisions. System 2 is the more 

analytic approach to problem-solving and is typically employed when confronted with an 

unfamiliar problem, a difficult decision, or contradictory evidence. The dual process theory 

suggests the two systems function in sequence: Heuristics are used to immediately solve the 

problem, and analytic reasoning may (or may not) be employed to alter the original impression.
16

  

Metacognition—the capacity for self-reflection on the process of thinking and self-regulation in 

monitoring decision-making—can be described as the purposeful engagement of System 2 

problem-solving through reflection and deliberative examination of one’s own reasoning. 

Metacognitive strategies often result in activation of System 2 decision-making because the 

process of reflection may prompt a more analytic examination of available data. For example, 

when you are asked which animal causes the most human death after you view a documentary on 

shark attacks, your immediate answer, using System 1 processing, is likely to be “sharks.” Upon 

reflection (a metacognitive practice), you might engage System 2 processing and arrive at the 

correct answer, which is the mosquito.
17

 Because analytic reasoning requires effort—as well as 

an understanding of and the ability to engage in hypothetico-deductive and/or inductive 

reasoning—errors may arise simply due to the expediency of depending on heuristics. As 

Tversky and Kahneman note, “people rely on a limited number of heuristic principles which 

reduce the number of complex tasks of assessing probabilities … to simpler operations” which 

can “lead to severe and systemic errors.”
18

 The biological plausibility of the dual process model 

has been demonstrated using functional MRI, brain glucose utilization, and studies of patients 

with neurological lesions.
13,16,19

 

The theory of adaptive expertise complements the dual process theory with the idea of expert 

practice, that is, of balancing efficiency and innovation in clinical problem-solving.
20,21

 In this 
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model, the routine expert is an individual at any level of training who appropriately uses pre-

existing knowledge to quickly solve routine, familiar, or uncomplicated problems. In contrast, 

the adaptive expert is able to employ a deep conceptual understanding and engage in reflection 

to create novel solutions for complicated or unfamiliar problems, thus adding to his or her 

knowledge base, reasoning capacity, and ability to solve cases not previously encountered.
22

 

Expert practice requires reflection for growth; without engagement in this metacognitive process, 

practice improvement is stalled and the chance of diagnostic errors occurring increases.
23

 

Adaptive expertise is not a static competency; rather, it develops as the individual’s knowledge 

and problem-solving skills grow. In this theory, a clinician of any experience level who 

possesses foundational knowledge may make appropriate diagnoses not only in simple scenarios 

but also in more complex, uncertain, or unfamiliar cases by employing logic and reasoning. 

Conversely, an experienced clinician may arrive at an incorrect diagnosis if he or she fails to 

appreciate the need for reflection or innovation when confronted with a complex problem, a 

novel presentation, or contradictory data.  

The dual process and adaptive expertise models can be used together to explain how routine 

experts differ from adaptive experts in their approaches to diagnosing a complex problem. 

Routine experts may rapidly and correctly arrive at a diagnosis, drawing on previous experience 

and knowledge to employ heuristic illness scripts. They may not recognize the need to use 

analytic reasoning strategies when faced with an unfamiliar problem or data that do not fit into 

the solution proposed by the heuristic, or they may use analysis primarily to switch to another 

previously encountered pattern. This type of dual process approach to diagnosis is predicated on 

adequate clinical knowledge, experience, the lack of distracting cognitive overload, and the 

ability to engage in reflection or metacognition when indicated, and results in the efficiency 
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experienced clinicians bring to clinical decision making.
23,24

 Adaptive expertise relies on the 

ability to engage in both types of thinking and adds the step of innovation, that is, designing 

novel solutions to new or complex problems not encountered previously by drawing creatively 

on prior experience and knowledge. Adaptive experts, therefore, balance efficiency and 

innovation in response to changing conditions, using both System 1 and System 2 approaches to 

problem-solving and applying their foundational knowledge and learned experience to formulate 

novel solutions. 

Learners are rarely efficient in their clinical decision-making. They may try to employ heuristics 

in an effort to be efficient, but they may be more prone to errors than experienced clinicians, as 

their lack of experience provides inadequate knowledge or self-regulation to determine when 

heuristics fail. However, both novices and experienced clinicians can experience diagnostic error 

due to cognitive bias. For example, a clinician may conclude a post-operative patient with 

dyspnea has a pulmonary embolism by depending on a heuristic (i.e., post-operative patients are 

at increased risk for thromboembolic disease), resulting in the cognitive bias of premature 

closure (i.e., acceptance of an early impression as the diagnosis without adequate verification or 

consideration of other explanations)--and a missed diagnosis of pulmonary edema, which would 

be clear from a more detailed evaluation of the patient. Warning signs of clinical situations in 

which the interaction between heuristics and cognitive bias may lead to diagnostic error include 

the failure to generate more than one possible diagnosis or the failure to account for all the data. 

These “red flags” should prompt the clinician to further analyze the case, a cognitive process that 

represents metacognition in the moment. Just as the study of basic science prepares medical 

students for future learning of complex subjects through the development of a framework for 

clinical knowledge,
25

 an awareness of how cognitive biases may interact with heuristics can 
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provide a scaffolding for learning metacognitive reflective strategies and may allow learners to 

understand both the value and risk inherent in the use of heuristics. 

Lastly, decisions about diagnoses are made in the clinical context, using the physician’s 

understanding of base rates of disease, likelihood ratios, and pre-test probabilities. The 

physician’s personal experiences, in addition to his or her understanding of the sensitivity and 

specificity of a diagnostic test, contribute to the interpretation of test results and determination of 

a diagnosis. Without an awareness of potential bias based on anecdotal experience (the “N of 

one”), even the most experienced physician can make a diagnostic error. In a recent study, 

Rottman demonstrated physicians use Bayesian reasoning and are more likely to make a correct 

diagnosis when their use of probabilistic reasoning is based on their understanding of base rates, 

likelihood ratios, and test sensitivities (i.e., their knowledge from experience); when given the 

results of a test and informed of its actual sensitivity, however, they are more likely to suffer 

from premature closure.
26

  

Ultimately, clinical reasoning requires integration of multiple approaches including heuristics, 

Bayesian principles of clinical epidemiology, inductive reasoning based on thorough 

understanding of mechanisms of disease, and, as we will discuss below, the ability to reflect on 

and correct for the effect of cognitive biases (Figure 1). 

Evidence for the Role of Cognitive Mistakes in Diagnostic Errors 

One of the challenges of examining the role of cognitive processing in diagnostic error is that 

most cognitive mistakes are made in a subset of cases. These mistakes can arise at multiple steps 

in the diagnostic process. For example, an unusual presentation of a common illness, the 

presence of co-morbidities, or patient characteristics that change the perceived base rate can lead 

to incorrect or incomplete diagnoses due to the cognitive biases of anchoring (fixating on 
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specific features of a patient’s initial presentation, failing to adjust with new information), 

framing (decisions are affected by the clinical context in which a problem is considered or by the 

analysis provided by a prior provider), or ascertainment (thinking shaped by what the physician 

hopes or expects to find). Cognitive overload may contribute to faulty reasoning strategies.  

In daily practice, most cases are “routine” with an easily recognizable diagnosis or a classical 

presentation of a common problem. For these cases, using System 1 decision-making is quick, 

accurate, and appropriate. In analyzing the causes of diagnostic errors, studying how physicians 

arrive at the diagnosis in classic presentations (even of unusual conditions) is not useful in 

discriminating between use of heuristics and analytic reasoning, and will not help identify 

whether a knowledge deficit or a reasoning deficit is the source of an error. Rather, to detect 

cognitive bias what must be examined is how physicians arrive at the diagnosis in atypical 

presentations, where cognitive biases may be unmasked in confronting a difficult diagnosis.
27 

 

For example, in one study residents were asked to evaluate computer-based cases of differing 

complexity.
28

 One of the cases consisted of a classic presentation of carbon monoxide poisoning. 

This is an example of a diagnosis that senior internal medicine residents are likely to recognize 

halfway through the case vignette. No amount of analytical reasoning will change a clinician’s 

mind about this diagnosis, and for experienced clinicians, there is no reason to employ a more 

analytic approach.  

In contrast, when presented with cases with atypical presentations or with conflicting or complex 

data for which the diagnosis is less certain, experienced physicians may have no better diagnostic 

accuracy than medical students or residents. Utilizing four cases in which contradictory 

information was introduced midway through each case, Krupat et al found diagnostic accuracy 

was not different among faculty physicians, residents, and medical students.
29

 The more 
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experienced physicians tended to persist with their initial impressions despite the additional 

discordant information. Thus, the decision that sufficient information has been gathered may lead 

to premature closure and diagnostic error.
26

 Unusual presentations, while representing a minority 

of cases, are the ones that may lead to substantial patient harm. In these cases, physicians would 

benefit from better awareness of cognitive processing and application of rigorous analytic 

reasoning. 

In patient care, a knowledge deficit is an uncommon cause for misdiagnosis. In an analysis of 

closed claims data from over 23,000 malpractice cases in Massachusetts, 20% of total cases were 

attributed to diagnostic errors.
9 

In 73% of these diagnostic error cases, there was an identifiable 

lapse in clinical reasoning. In contrast, only 3% of total cases were attributed to a knowledge 

deficit; in these cases, the error occurred not because the doctor was unfamiliar with the 

diagnosis, but rather because the doctor did not consider the diagnosis. Similar results were 

found in an analysis of primary care malpractice claims where 72.1% of successful claims were 

related to diagnostic errors.
3
 The errors ultimately attributed to faulty clinical reasoning occurred 

in the failure to obtain or update a patient and family history, to perform an adequate physical 

exam, to order appropriate diagnostic tests, and/or to refer patients appropriately. While taking 

an incomplete history or performing an inadequate physical exam is not a cognitive mistake, the 

failure to recognize the need to update the history or pursue further information is a key 

component of cognitive biases such as premature closure and confirmation bias (i.e., looking for 

confirming evidence to support a hypothesis rather than seeking disconfirming evidence to refute 

it). 

Chart reviews and other quality improvement initiatives have demonstrated the frequency of 

diagnostic errors due to cognitive mistakes. An emergency medicine review of the charts of 
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patients presenting with abdominal pain found 35% had diagnostic errors, with 69% of those 

errors due to incomplete history-taking, incorrect or unindicated testing, or lack of follow up on 

abnormal test results.
30

 Delayed or missed diagnoses are also common for diagnoses that may 

have unusual presentations, such as tuberculosis, HIV-associated disease, cancer, and 

cardiovascular disease.
31

 “Secret shopper” programs, which use standardized patients to visit 

outpatient clinics, have demonstrated a 10-15% error rate with common diseases.
31

 In the 

inpatient setting, 83% of diagnostic errors have been found to be preventable,
32

 while autopsy 

studies have consistently shown a 10-20% rate of missed diagnoses.
33,34

 

Cognitive bias is less well recognized as a root cause of diagnostic error than are failures of 

health care systems. Physicians openly acknowledge and address medical infrastructure factors, 

but they may not be comfortable discussing cognitive mistakes, which are often perceived as 

individual failings.
35

 For example, physicians recognize cognitive overload from excessive 

automated electronic medical record alerts as a cause for delay in diagnosis or care.
36

 However, 

physicians’ familiarity with other forms of cognitive bias and their contribution to diagnostic 

error may be limited.
35

 

Studies of real-world cases have demonstrated the effect cognitive bias can have on decision-

making, leading to faulty judgment and possible risk or harm to patients. In obstetrics, for 

example, transient increases in unscheduled cesarean deliveries were attributed to availability 

bias following catastrophic cases of uterine rupture
37

 or neonatal hypoxic ischemic 

encephalopathy.
38

 A systematic review
39

 of the literature on cognitive bias in practicing 

physicians found overconfidence, anchoring, availability bias (i.e., judging the likelihood of an 

event based on the ease of mental retrieval), and tolerance to risk were associated with diagnostic 

inaccuracies or suboptimal management. Chart reviews from the Netherlands found cases with 
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faulty information-processing due to cognitive biases, such as premature closure, confirmation 

bias, and over-confidence, were more likely to lead to diagnostic error and patient harm than 

were cases with faulty or incomplete information gathering.
40

  

Physicians who display more reflective capacity, a form of metacognition, may have better 

patient outcomes. Yee et al found that obstetricians who scored higher on reflective capacity 

tests had higher rates of successful attempts of vaginal births after cesarean delivery.
41

 

Additionally, Moulton et al found surgeons attributed procedural errors to a suspension of 

metacognitive self-monitoring during surgery.
42

  

The malpractice and diagnostic error literatures clearly demonstrate a role for improved clinical 

reasoning and suggest educational interventions for teaching critical thinking are needed. Such 

interventions may attempt to improve metacognitive strategies, teach cognitive bias mitigation 

strategies, or increase awareness of cognitive bias.  

Norman et al recently suggested that educational strategies to recognize and address cognitive 

bias have been unsuccessful so far.
8
 Demonstrating efficacy of any educational intervention in 

terms of patient safety or outcomes is difficult. Blumenthal-Barby and Krieger, in a review of the 

literature on cognitive bias and heuristics in medical decision-making, pointed out that few 

studies of cognitive bias in learners had ecological validity.
43

 Most studies were based on 

experimental case vignettes rather than clinical decision-making, and the cognitive biases studied 

were limited to a few—framing, omission (the tendency to judge adverse outcomes of actions as 

worse than adverse outcomes of inaction), relative risk (the tendency to prefer to choose an 

intervention when given the relative risk rather than the absolute risk), and availability biases.
43

 

The applicability of many of such studies to clinical reasoning and decision-making is 

questionable. For example, in a study attempting to assess whether reflection improves 
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diagnostic accuracy, Norman et al
28

 divided second-year residents into a “speed cohort” and 

“reflect cohort.” Participants were asked to read a series of computer-based cases and make the 

diagnosis. The speed cohort was instructed to do this “as quickly as possible,” while the reflect 

cohort was instructed to be “thorough and reflective.” The authors found no significant 

difference in the two cohorts’ diagnostic accuracy and concluded encouraging reflection and 

increased attention to analytic thinking does not increase diagnostic accuracy. However, the 

experimental conditions used (computer modules with a timer displaying elapsed duration of the 

exercise) are not an accurate representation of a busy emergency department, which the authors 

were trying to replicate. Further, the intervention did not include any explicit instruction on 

cognitive biases, metacognitive strategies, or other techniques for reflection. While the average 

difference in time spent on each case by the cohorts (20 seconds) was statistically significant, 

this difference is unlikely to be meaningful with respect to the thinking processes employed or to 

real-world experience. Conversely, others have found that training in reflective practice may 

improve diagnostic accuracy: In a study of internal medicine residents, Mamede et al 

demonstrated improved diagnostic accuracy in first- and second-year residents.
44

 Instruction in 

reasoning skills, probabilistic decision making, and Bayesian reasoning may improve diagnostic 

accuracy by decreasing the effects of cognitive biases, in particular premature closure, neglect of 

base rates of disease, and inappropriate reliance on heuristics.
45,46

 

Effect of Metacognitive Strategies on Diagnostic Accuracy 

When evaluating the available data on the efficacy of teaching metacognitive skills to improve 

clinical reasoning and avoid diagnostic error, it is important to recognize the level of expertise in 

the study population. Attempts to teach strategies to raise awareness of cognitive bias in clinical 

reasoning--sometimes referred to as cognitive forcing strategies, de-biasing strategies, or 
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cognitive bias mitigation--have shown conflicting results with different groups.
6,47,48

 Studies 

involving medical students have demonstrated limited improvement in diagnostic accuracy, 

which may be due to knowledge deficits inherent in early-stage learners: De-biasing strategies 

are unlikely to improve diagnostic accuracy or speed in the short term if knowledge deficits 

exist.
24,47,48

 Furthermore, students may not have enough experience to fall victim to anchoring or 

availability biases. Therefore, while novice students are not immune to cognitive bias, they may 

not immediately benefit from instruction in metacognitive techniques or de-biasing strategies. 

As students advance in their training and transition to residency, they acquire knowledge and 

experience, and they become more likely to problem solve using pattern recognition and 

heuristics. However, as trainees acquire experience and develop illness scripts, they also become 

more prone to making diagnostic errors due to availability bias and anchoring.
44

 Findings from 

efforts to teach metacognitive skills to residents are interesting and consistent with this 

developmental stage.
28,49–53

 For example, Monteiro et al found higher-achieving residents 

benefited from instructions to “reflect before answering” when answering test questions at all 

levels of difficulty, while lower-achieving residents benefited only when answering easier 

questions, demonstrating that even a short instruction to reflect on decisions may improve 

diagnostic accuracy for those with a baseline of knowledge.
52

 The inverse relationship Norman et 

al
28

 found between diagnostic accuracy and time required to diagnose cases suggests residents 

either are in the process of developing both knowledge and metacognitive skills, or they are 

spending more time because they simply do not know the answers. 

Educational interventions providing detailed instruction in recognizing common cognitive biases 

and de-biasing strategies have demonstrated both short- and long-term improvements in 

residents’ critical thinking skills.
49,50

 A longitudinal curriculum of metacognitive skills and de-
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biasing strategies resulted in increased awareness of common cognitive biases, as well as 

improved discussions with patients, families, and colleagues. Importantly, this effect persisted at 

the one-year follow up.
49

 In another study, introduction of cognitive bias awareness into peer 

review of cases of diagnostic errors resulted in the development and implementation of 

algorithms and protocols for avoiding affective bias (bias due to an emotional response), use of 

standardized neurological evaluations, and increased consultations for difficult cases.
35

  

Metacognition Prompts Clinical Reasoning Strategies 

Reliance on System 1 decision-making is not the cause for all diagnostic errors; indeed, there is 

some evidence that more deliberative thinking can also result in errors.
48

 However, the 

inappropriate or unexamined use of heuristics can result in impaired decision-making,
54

 and as 

Schultz notes, “when making a decision, making a wrong decision feels the same as making a 

right decision.”
55

 Even physicians who are familiar with the effects of cognitive biases and have 

an awareness of the pitfalls of dependence on heuristics may not believe themselves to be 

vulnerable to their influence, and they may only acknowledge a few of many instances of 

cognitive biases in their own decision-making.
56

 Learning and practicing strategies to avoid 

biased thinking—that is, de-biasing or cognitive forcing strategies—requires effort and 

vigilance.
6
 These strategies seem to work best when they disrupt the automaticity of clinical 

reasoning, requiring the clinician to re-evaluate his or her initial thought processes through 

reconsideration of the evidence.
57–59

 

Reflection on one’s reasoning is of paramount importance. Clinicians can and should be taught 

to examine heuristics, monitor their own reasoning for mistakes and biases, and self-regulate 

their thought processes. Cognitive bias awareness strategies, like other critical thinking skills, 

can be taught to learners in medicine as potential tools to advance patient safety and patient care. 
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Learners can be taught cognitive bias awareness along with other strategies to promote critical 

thinking, such as the five micro-skills model known as the “one-minute preceptor,”
60

 to help 

them develop habits of mind and healthy skepticism about their own thought processes. 

Engaging in simple practices such as calling for a “diagnostic time-out” (an explicit pause to 

reflect on the thinking process leading to the diagnosis) at patient hand-off or when confronted 

with a complex patient promotes reflection and metacognition for physicians at any level.
60,61 

 

Evidence for Better Diagnostic Accuracy and Patient Outcomes  

Few studies have looked at the efficacy of cognitive bias awareness training in preventing 

diagnostic error and patient harm. A recent review of interventions to prevent diagnostic errors 

found than the vast majority of interventions were not educational: Only 11 of 109 studies 

included clinician education, and few reported any patient outcomes.
62

  

Longitudinal and integrated curricula are effective at improving awareness of cognitive biases 

and use of reflective practice.
49,63

 Introduction of an integrated cognitive bias awareness 

curriculum for residents and practicing physicians at Maine Medical Center led to an increase in 

the reporting of diagnostic errors, as well as protocols to standardize patient care.
64

 At the 

University of Pennsylvania Perelman School of Medicine, participants in a longitudinal program 

designed to increase awareness of the role of cognitive bias in diagnostic error were able to 

identify the roles of different cognitive biases in diagnostic errors and to generate strategies to 

avoid similar errors in the future.
65,66

 These studies suggest continuing education in cognitive 

biases and metacognition may improve patient outcomes. 

Future Directions and Conclusions 

As medical education shifts from a focus on content transfer to the development of critical 

thinking and problem-solving skills, educators must push learners to develop and practice the 
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skills needed to reason from foundational principles and concepts to explain the history, physical 

examination, and laboratory data for a given patient.
67,68

 As students enter clinical clerkships and 

progress to residency programs, faculty must continue to reinforce these skills; when not 

practiced regularly, inductive reasoning and metacognitive skills atrophy. Faculty development 

efforts should emphasize techniques that incorporate critical thinking skills instruction without 

adding time in already-crowded GME curricula.
69

 Over time, efforts to teach reflective practice 

and cognitive bias awareness strategies may lead to better diagnostic habits and ultimately to 

improved patient safety.
63

 Teaching analytic approaches such as Bayesian reasoning, improving 

physicians’ understanding of probabilistic decision-making with likelihood ratios, and increasing 

appreciation of diagnostic test specificity and sensitivity may also help to decrease diagnostic 

errors made due to cognitive mistakes.
26,45

 To help learners achieve adaptive expertise, educators 

must help them recognize the appropriate use and challenges of both heuristics and analytic 

reasoning, adapt their approach to diagnosis to the clinical scenario, and become comfortable 

with regular encounters with uncertainty.
24

  

Workplace interventions may assist practicing clinicians in their efforts to avoid diagnostic 

errors. Global changes in medical practice have led to a clinical environment in which feedback 

on diagnostic accuracy is difficult to obtain, denying physicians the opportunity to learn from 

mistakes.
33,34

 Electronic medical records have the potential to facilitate feedback on diagnostic 

accuracy.
31

 Health care systems, government regulatory bodies, malpractice insurance 

companies, and third-party payers are likely to invest in programs to teach de-biasing strategies 

and other approaches for improved diagnostic accuracy, including the development of clinical 

decision support tools.
1,3,49,70

 Computer-based training systems for assessment of clinical 

reasoning have been employed successfully to improve diagnostic accuracy.
71
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Further, a change in the culture of medicine regarding diagnostic error is needed. As a 

profession, physicians have become more comfortable with identifying and addressing health 

care systems factors that lead to medical error.
35

 Diagnostic error is perceived as more difficult to 

address and prevent. Physicians are reluctant to acknowledge their own diagnostic errors, 

especially when mistakes are often seen as personal failings and professional lapses.
64

 Small 

changes in both culture and communication may help establish a safer environment for admitting 

uncertainty in diagnoses and acknowledging errors. A simple change in name, as suggested by 

Singh, from “diagnostic errors” to “missed opportunities in diagnosis” may help de-stigmatize 

and de-personalize these errors.
72

 Techniques to promote a culture of safe and open 

communication should be employed, such as routinely incorporating a diagnostic time-out for 

difficult cases or at patient hand-offs.
60,61,73

 Morbidity and mortality conferences should return to 

the original intent: identifying and learning from diagnostic errors, focusing on an exploration of 

reasoning rather than taking a punitive or judgmental approach to assigning blame. 

Physicians should embrace the idea of uncertainty as a mark of a sophisticated approach to 

clinical medicine, rather than as an admission of ignorance or incompetence.
74

 Enlisting other 

health care professionals, patients, and families as meaningful partners in the diagnostic process 

is also potentially powerful for detection and prevention of diagnostic errors.
70

 Lastly, relabeling 

“differential diagnosis” as “diagnostic hypotheses,” as an expression of uncertainty and 

fallibility, would encourage testing and potentially changing one’s conclusions as a clinical 

scenario unfolds.
75

 

Culture change is difficult. The effort in medical education to teach critical thinking skills and 

metacognitive strategies explicitly to promote a culture of patient safety is still in its early stages 

and has not yet conclusively demonstrated improved patient outcomes. Just as standardization of 
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medical education as a science-based discipline helped bring unimagined improvements to 

medicine in the 20th century, the increased focus on the development of critical thinking skills 

may reap similar benefits in this century. Education is one pillar of the patient safety movement. 

Medical educators must continue to work to incorporate critical thinking skills throughout the 

medical education continuum. 
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Figure Legend 

Figure 1 

Multiple factors may be involved in clinical decision-making, although the approaches employed 

by a given clinician may depend on the clinical situation, his or her level of training, and his or 

her comfort level with different problem-solving strategies. Clinical reasoning typically draws 

upon foundational clinical knowledge, epidemiology, and evidence-based medicine. The 

clinician may depend on heuristics to reach a diagnosis, or may engage in more deliberate 

processes (e.g., inductive reasoning, Bayesian reasoning, hypothetico-deductive reasoning) and 

further reflect upon the decision-making process through metacognitive practices. Learners 

should be encouraged to understand the role of all these processes to mature and develop their 

critical thinking and clinical reasoning skills. 
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